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ABSTRACT
The two purposes of this investigation were to study

the effects of variance heterogeneity on three selected multiple
comparison procedures and to determine if either of two nonstandard
methods would be superior to the conventional methods based on mean
square within. The three procedures-studied were the wholly
Significant Difference Test (WSD), The "5" test, and a simple
multiple "t" test (WM procedure. The investigation was a computer
simulation consisting_of 1000 experiments. with four independent
samples of five data points. Six pairwise cont..:asts were considered.
The four variance conditions (VC) constituted one factor of the
design. Each of the six contrasts were tested using three methods.
The three methods constituted a second factor in the two-factor
design with VC crossed with method. Results are tabulated and
discussed. (DB)
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THE EFFECTS OF' VARIANCE HETEROGENEITY ON SMILTANEOUS

MULTIPLE COMPARISON PROCEDURES WITH EQUAL SAMPLE SIZE

John F. Howell' and Paul A. Games

The l'ennsylvania State University

Educational and psychological researchers ten deal with groups

that tend to be heterogeneous in variability.' The purpose of this in-

vestigation was to study the effects of variance heterogeneity on three

selected multiple comparison procedures, and to determine if either of

two non-standard methods would be superior to the conventional methods

based on mean square within.

The three procedures studied were the Wholly Significant Difference

Test (WSD) developed by Tukey (1953), the S test presented by Seheff

(1953), and a simple multiple t test (MTT) procedure. These three were

selected because each controls a distinctly different Type I error rate.

The WSD controls the familywise Type Ierror rate (FW1), the MTT con-

tr ls the contrast significance rate, and the S test controls the risk

of finding at least one significant contrast in a set of all possible

contrasts. Games (1971a, 1971b) showed that all three procedures use

the same statistic and hence any differences between the three procedures

are due to the use of different critical values CV

1
Now with the Springfield Public Schools, Springfield, Massachusetts.
Computer time that made this study possible was supplied by the
Pennsylvania State University Computation Center.
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Method

This investigation was a computer simulation consisting of 1000

experiments with four independent samples (k = 4) of five data points

(n = 5), Six pairwise contrasts were considered. Each data point,

selected at random from a population of 10,000 normal deviates

scaled by multiplying it by a specifically chosen constant to create

variance ratios of 4;4;4:4 (VC-1), 1:3:5:7 (VC -2), 111:7:7 (VC-3), and

1:1:1:13 (VC-4). The four variance conditions (VC) constituted one

factor of the design.

Each of the six contrasts were tested using three methods.

NSW consisted of the conventional test using the square root of two

Mean Square Within divided by n as the denominator of a t with d! =16.

Method t used the standard error of the common t test with df =8.

Method BF used the Behrens-Fisher t statistic defined as

2 2
ti Lsj

n J

with df given by the Welch solution,

Winer, 1962, p.37) recommended by Scheff (1970) and Wang (1971). The

three methods constitute a second factor in the two- factor design with

VC crossed with method.

Conditions when the null hypothesis is false were created by adding

a constant to each data point. A uniform distribution was used spread-

ing the population means equally apart. The distance between the means

was calculated by a formula modified from Games and Lucas (1966, p.317).

Five dependent measures were recorded simultaneously: the average

contrast Type 1 rate (P) the familywise Type I rate (FW1), specific

contrasts ii and



A two factor within-replications analysis of variance (AOV) was

performed for each of the five dependent variables, for the null

hypothesis condition, both VC and SE being repeated measure factors

The analysis was performed on the IBM 360/67 using the library routine

ANOVR 1968).

Results

Per comparison rates are presented in Table I, one for each meth

With the exception of the .084 value for the NSW under VC-4, all of

the deviations of T from .05 are relatively minor. Furthermore,

expected, the use of MEW produces the greatest power under the homo-

geneous condition (VC-1). Only under the most extreme variance con-

dition (VC-4) did the use of NSW produce an inflated Type I error te

(and a lower power curve). Therefore, using P as a dependent measure

suggests the universal use of NSW in all but extremely heterogeneous

conditions. The robustness of the common multiple comparison solution

can be defended on the basis of 13 data, at least for the equal n case.
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However, the above analysis i.A superficial since control of P does

not imply adequate control over the individual rates from which the

average was obtained. Three specific contrasts were isolated 1-14.

Y1- Y2, and X3- 14) as the most interesting terms of the manner in

which the heterogeneous conditions were established.

As an example, assume a researcher tested the difference between

the means of the third and fourth groups

first and second groups 1-X2

14) and that between the

on a priori experimental grounds, using

the pooled variance estimate NSW. The values for the two co toasts that

he selected (from Table 1) are presented belt z. In every heterogeneous
.

variance condition, p underestimates the rate for the X3- ktoontrast

and overestimates it for the X1- X2 contrast.

Variances P X 4 X2

=

4:4:4:4
1: 3: 5: 7

1: 1: 7: 7

1: 1: 1: 13

.048 .052 .047

.054 .105 .007

.064 .140 .000

.084 .161 .004

The t results hide the great inaccuracies on individual contrasts.

64 may be obtained as the average of two contrasts with F (EI)=.14,

tvo with P(EI) =.000, and. two with P(EI) =.063.(as suggested by the results

on V0-3). However, if the researcher above tested his means using the

t test, he would achieve more uniform control. Using the Behrens-Fisher

method, results in P Elir.Y, regardless of the individual contrast selected

as shown below.

Variances

4:4:4:4 0

.045 6

.045

.045 .050

1: 3: 5: 7
1: 1: 7: 7
1: 1: 1: 13

11- 12

.032

.038

.032

.032
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An AOV was performed using the three individual contrasts as a

third within-replications factor (CON) with VC and method. As expected,

the analysis resulted in a significant CON x VC x method interaction

(F= 72.9, df =12,38; p4 .001 The CON x VC interaction was different

for each method. A two factor repeated measures design with CON and VC

the two factors was conducted for each method. When using MSW there was

a wide difference in P(EI) in the three contrasts as the variance con-

dition changed. There was a significant CON x VC interaction (F-148.9;

df=6 18; p .001). Using the t method produced considerable improve-

ment but still resulted in a significant CON x VC interaction (F= 6.324;

df6,18; p .001). However, for the BF method no significant differences

were noted for either factor or the interaction. This result suggests

that using the BF method when violation of the homogeneity of variance

assumption is suspected will result in the over-all stability of Type

error around et-.

Figure 1 illustrates the power curves for two contrasts, X1 -X2 and
=
X3-X4 when the variance ratio 1;1;7;7 (VC -3) was used. The theoretical

normal curve power solutions for these two contrasts have also been in-

serted. The normal curve solutions are av sin the population

variances are known. These power curves are higher than similar power

curves using the proper t distribution. Some points for the t solutions

not available due to limitations in available tables. The power

curves fol. the contrasts using IISW greatly diverge from the theoretical
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Figure 1. Power curves for X1 -X2 X3-X4, theoretical normal curves

(PC and theoretical t curves, (4) under variance condition

T117:7.-



curves using the known population variances, The obtained curve on

Xis X2remained conservative throughout when nsw was used. When the BF

was used the power rose to .57 and roughly paralleled the theoretical

curve. alder these conditions it is evident that the power curves using

MSW are not accentable. The fact that the two values of P(EI) ave:-age

to ,07 is not evidence that the NIT or any other technique based on MSW

is robust to heterogeneous variances,

The Fai].ywise Rate

The familywLse Type I significance rate (FWI) the proportion

of sets of contrasts that contain at least one significant result.

While P makes little sense when the individual rates differ, FWI is

meaningful regardless of the equality of individual rates. The maximum

value of any individual rate establishes the minimum value of the FWI.

The maximum value- (.162)1 found under the individual rate X1- X1. for

MIT using NSW, is the lowest possible value for FWI under this condition.'

In general, the mere contrasts there are in a set the greater FWI

becomes. The Tukey WSD was designed to control the FWI for such a

set, i.e., the selection of for the WSD specifies the theoretical

probability of at least one Type I error for the set of contrasts when

all of the ass xmptions are met.
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When it b( was used, as in the conventional form of the WSD test

ller, 1966, Winer, 1962) heterogeneous variances increased the

FWI above the .05 level. When the t method was used there was only a

slight increase in FWI over the four variance conditions. When the BF

was used the FWI values were conservative with one value falling ig-

nificantly below the theoretical .05 level.

Taking the one minus the probability of rejecting at least one

contrast when the null h

!SW method had higher power the other two methods in the homogeneous

condition. As the variance condition became more heterogeneous, NSW

lost its superiority in terms of FWI.power, but became inferior only

in the extreme heterogeneous condition,

The Scheff S test was designed to control FWI on a set of all

thesis is false as Familywise Power, the

possible contrasts. Just as P is less than for the WSD, so the FWI

less than cv for the S test, Otherwise, the results of the FWI

analysis for Scheff6 were consistent with those of the WSD. The same

trends were found but with lower over all proportions of rejection c

Discussion

The results above indicate that when variance heterogeneity exists

T ing a pooled error term in the MSW method is inappropriate. For

various individual contra El) will be inflated-while for other

contrasts P(EI) will approach zero. The use of NSW produces major dis-

tortions in many of the individual contrast power purves. These

will not be alleviated by merely increasing the common sample size.



11.

The results also indicate that the :se of a non-pooled error term,

as inire the t or BF methods pz.cvidas improved control of P(EI) for all

contrasts and an acceptable power curve for all contrasts.

The decision to use MSW or the other methods involves risk either

way. The use of HSW when inappropriate risks uncontrolled P(41 ) and

misleading power curves. Not using MSW under homogeneous variance con-

ditions risks only a slight depression in P(EI) and a comparatively

slight uniform loss in power. If the unive-rcal use of -Ine method is

des red, then that method should be the Behrens-Fisher method.

Testing for variance aete-1. geneity or extensive experience with the

variables might provide e.videnoo for deciding on a method. However

caution should be used in testing variance homogeneity since many

tests are sensitive to violations of assumptions regarding the form of

the population. (Box, 1953; Games, Winkler and Probert In Pre::

The FWI results show that the use of MSW is not as disadvantageous

on this overall index as it is with resplct to individual comparisons

when .n3.- =n- -n The WS using HSU Is as robust to heterogeneous variances

as is the analysis of sari .nee. FWI will be somewhat inflated with

heterogeneous variances and equal n, but the inflation is at least limited

to tar or 34 as a maz.imum. Unfortumtely, this is not a great deal of

consolation. The overall control of FWI is achieved by using a con-

servative critical value that substantially reduces power on each

contrast. The phenomenon still vxi"-- that various individual contra

are being tested, often w

II errors will

Fortunately, the save

ntrast also imp

inappropriate error term, and that the

I r be close to 1.0 for many substantial

improves control of P(EI)



applied to each mean d.Iffer c FWI that is soiewhat conserva-,

tive when the homo aneous variance condition exists (.038) but which

never rises above theo al vaI-- of .05 even if the assumption

is not t,:ue. This is in C31_ _ 't to 73oth the MSW and t methods. The

BF method may be reco 'ended for the control of either P(EI) or FWI,

although the res earcher will e

homogeneous variance eoniition is true Historically, the major dis-

Lzience so- degrease in power when the

advantage of using er F7 methods has been the inc:mas

amount of calculation ricec.:s1.; lith the now widespread use of com-

puters, either meth od can coinrnorated Into general purpose programs.

With equal n' ii, as uscd iii this stuay, the computed t and BF

statistics-will be identical d thc.only differomee between the two

methods is in the critical valucs L- d The crAical value of to is

from the t sampling distribution with df L:2n 7 2n - 2)

The critical value of varies am this value (as a lower limit

an upper limit cf t (q)42 n-1). ai-L

solution varies fro ;. sanjl to .:=temple. Thus the only distinction be-

tween t and P7 in this , fact that the BF solution may

have a larger criticn1 cv coo s the slight positive bias

in the t statistic when the icmogenc j of variance assumption is

violated (Box, l953). th T se mnle increases, the difference

between t (

for the t and t altotc IA -0:: 7;Mt with both P

tual df Specified by.the Welch

4., or/2, n 1) decreases and the results

Fl and FWI

approaching their :etiea7, values. He over; in a. computer solution

it is appropriate.t..r.co th.; het mtithed for any unspecified n. The

Behrens-Fisher method wit 't, the 1..1. loth solution for critical values is_

best for th itvation is recommended.
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